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Abstract—In this paper, we study a multiple sink placement
problem with latency and reliability guarantee in a lossy wireless
sensor network and its applications in an advanced metering
infrastructure (AMI) network. We show the problem is NP-
hard and propose an algorithm for the problem. The proposed
algorithm jointly considers the routing protocol RPL [1], the
MAC protocol TSCH [2], and the scheduling approach DeTAS
[3] to meet the latency and reliability requirements in a real
AMI network. We conduct simulations on the real data for the
establishment of an AMI network. Simulation results show the
proposed algorithm has a good performance in the number of
selected concentrators and the balanced number of smart meters
connected to the selected concentrators.

I. INTRODUCTION

In a smart grid, smart meters send the metering data to
concentrators (i.e., data aggregation points) via the advanced
metering infrastructure (AMI) network, and concentrators
send the metering data collected from smart meters to the
utility provider data center via the backbone network [4].
Due to the high cost of concentrators, multiple concentrator
placement is a critical problem for the establishment of an
AMI network. Today, the wireless mesh network technology
can be applied to the AMI network by equipping smart meters
and concentrators with low power and low cost transceivers
[5]. However, due to the low power of transceivers, lossy links
exist in the AMI network. Therefore, the multiple concentrator
placement problem in an AMI network is equivalent to the
multiple sink placement problem in a lossy wireless sensor
network (LWSN). Moreover, according to the SG Network
System Requirements Specification [6], each smart meter
should send metering data to a concentrator under require-
ments of 98% success every three hours and 99.5% success
over two days. In this paper, we undertake the design of
an algorithm for the multiple sink placement problem in an
LWSN such that the latency and reliability requirements are
satisfied.

Many methods of multiple sink placement have been pro-
posed in WSNs [7]-[11], where a cluster is first constructed
for each sink, some clusters are then selected to contain all
sensors, and the selected clusters are finally pruned to partition
all sensors. And, many routing protocols are proposed to send
data from sensors to sinks in the pruned clusters such that
energy efficiency [12], bandwidth efficiency [13], or Quality-

of-Service (QoS) requirement [14] is achieved. Note that if
the satisfaction of the latency requirement is not confirmed
in the cluster construction, the routing protocol is unable
to meet the latency requirement. Thus, when constructing a
cluster, it is required to confirm the satisfaction of the latency
requirement for each sensor to be included in the cluster by
jointly considering the routing protocol, the MAC protocol,
and the scheduling approach, as proposed in [8].

In LWSN:s, since lossy links are unreliable, many routing
protocols are proposed to send data from sensors to sinks to
meet the latency and reliability requirements [15]-[17]. How-
ever, to the best of our knowledge, no algorithm confirms the
satisfaction of both the latency and reliability requirements for
each sensor to be included in a cluster in cluster construction.
Obviously, to ensure that these routing protocols really meet
the latency and reliability requirements in LWSNs, we need
to fill the gap by jointly considering the routing protocol, the
MAC protocol, and the scheduling approach to confirm the
satisfaction of both the latency and reliability requirements for
each sensor to be included in a cluster in cluster construction.
Our main contributions are described as follows:

« We study the scenario of deploying concentrators in the
establishment of an AMI network, model the scenario
as the Minimum Sink Placement with Latency and Re-
liability Guarantee (MSPLRG) problem, and show the
MSPLRG problem is NP-hard.

o We propose an algorithm for the MSPLRG problem by
jointly considering the routing protocol RPL [1], the
MAC protocol TSCH [2], and the scheduling approach
DeTAS [3]. The proposed algorithm is the first one in
the literature able to meet the latency and reliability
requirements in a real AMI network.

« We conduct extensive simulations to evaluate the perfor-
mance of the proposed algorithm for the establishment
of an AMI network using the real locations of premises
(i.e., smart meters) and poles (i.e., concentrators) from
the government open data [18], where the communication
module and the radio propagation are based on the
specification of CC2420 RF transceiver [19] and the
practical propagation model [20], respectively.



II. PRELIMINARY

We employ the routing protocol RPL [1], the MAC pro-
tocol TSCH [2], and the scheduling approach DeTAS [3], as
described in Sec. II-A, Sec. II-B, and Sec. II-C, respectively,
for LWSNs. RPL (Routing Protocol for Low power and Lossy
Networks) is developed by the IETF Routing Over Low
power and Lossy networks Working Group for providing a
mechanism that supports multipoint-to-point traffic in the low-
power and lossy network. TSCH (IEEE Standard 802.15.4e
TimeSlotted Channel Hopping) is created by the 6TiSCH
working group for providing a mechanism for medium access
control in low power and lossy networks. In addition, we
employ DeTAS based on RPL and TSCH since we can
evaluate the delivery probability of the data from a sensor
to a sink, as described in Sec. II-D, so that we can decide
whether to include the sensor in the cluster of the sink.
Besides, DeTAS ensures the smallest end-to-end latency, keep
the queue utilization as small as possible, and make collision
free. Please refer to Fig. 1 for an example of the employed
mechanisms.

A. The Routing Protocol

Using RPL, a Directed Acyclic Graph (DAG), consisting of
disjoint destination oriented DAGs (DODAGsS), is constructed.
In a DAG, each sink is the root of a DODAG and each sensor
is included in exactly one DODAG and connects to the sink
via the shortest path, where the distance is in terms of the
hop count or expected transmission count (ETX) [21]. In this
paper, the ETX is used since the employment of ETX yields
the high-throughput routing paths [21]. The ETX of a link
is the inverse of the delivery probability of the link, and the
ETX of a path is the sum of the ETXs of the links on the
path.

B. The MAC Protocol

TSCH is used to avoid packet collision. Using TSCH, the
operating frequency is divided into channels, where sensors
assigned in different channels do not interfere with each
other. Besides, time is sliced into time slots so that TSCH
is suitable for the deterministic and periodical traffic pattern.
In the network, all sensors are synchronized and can transmit,
receive, or sleep in one time slot. A slotframe, consisting of
consecutive time slots, continuously repeats over time, where
the size of a slotframe depends on the applications [3] [22].

C. The Scheduling Approach

DeTAS is used to schedule the transmission, receipt, or
sleep of sensors in each time slot. Using DeTAS, the sensors
in the routing path from a sensor to the sink in a DODAG are
allocated consecutive unoccupied time slots in the slotframe.

D. The Data Delivery Probability

Suppose that sensor s is in the DODAG of sink d and the
shortest path from s to d is (vg = $,v1,...,0p—1,0 = d).
The event that a packet is delivered from s to d during ¢’
slotframes can be divided into the sub-events that the packet
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Fig. 1. Example of RPL, TSCH, and DeTAS. (a) A sample LWSN, where
the number besides a link denotes the delivery probability of the link. (b) One
feasible DAG, consisting of two DODAGs, using RPL. Note that each sensor
is included in exactly one DODAG. Besides, the ETXs of links (s2, s1) and
(s1, d1) are equal to 1/0.7 and 1/0.9, respectively. Thus, path (s2,s1,d1)
has the ETX (i.e., length) of 1/0.7 4+ 1/0.9 and is the shortest path between
so and di. Note that each sensor in a DODAG connects to the sink via the
shortest path. (c) One feasible DeTAS schedule based on TSCH, where the
slotframe with size of 4 time slots repeats twice during 8 time slots. Note
that s2 and s in the routing path (s2, s1,d1) are allocated consecutive time
slots ts3 and tsa in the slotframe to transmit data to s; and d, respectively.

is delivered from s to v; but fails to be delivered to v,
in the 1st slotframe and from v; to d during the remaining
t' — 1 slotframes for 7 = 0, ..., h. Let pé’“) denote the delivery
probablhty of a packet from x to y during k slotframes. Then,
p( d), the delivery probability of a packet from s to d during
t/ slotframes can be described in the following recurrence:

1 if s =d,
P =3 . )
3 St (- put,vm)pfjl Vo if s #d,

where py, v, = 0 as i =h, pglgl(l Pus,vis1) 18 €qual to
the probability that a packet is delivered from s to v; but fails
to be delivered to v;4; in the 1st slotframe, and pi dl) is
equal to the probability that a packet is delivered from v; to
d during the remaining ¢’ — 1 slotframes. Clearly, p§12,l can be

evaluated by the following equation:
1 if i =0,
pglz);l = i—1 ) (2)
H_j:() Pojvja otherwise.
I1I. THE PROBLEM

We first demonstrate the scenario of the establishment of
an AMI network in Sec. III-A. Then, we define the problem
based on the scenario and study its hardness in Sec. III-B.



A. The Scenario and Network Model

Consider an AMI network in a smart grid. In the AMI
network, smart meters at consumers’ premises collect the
data of power consumption and periodically transfer the data
to data aggregation points termed as concentrators. Concen-
trators transfer the data received from smart meters to the
remote data center via a backbone network. The commu-
nication technology employed in the network is Zigbee. In
addition, we employ RPL [1], TSCH [2], and DeTAS [3] as
the routing protocol, the MAC protocol, and the scheduling
approach, respectively. According to the SG network system
requirements specification [6], each smart meter should send
metering data to a concentrator to meet latency and reliability
requirements.

The AMI network is realized by an LWSN denoted by G =
(SUD, E), where S is the set of sensors (i.e., smart meters),
D is the set of sinks (i.e., concentrators), E is the set of
directed links (4,7) with ¢ € S and j € S U D, and each
link (4, j) is associated with the delivery probability p; ; of a
packet from ¢ to j in one time slot.

B. The Problem and Hardness

The studied problem and the MUSC problem (which is
an NP-hard problem used in the proof of Theorem 1) are
described in Definitions 1 and 2, respectively. Besides, the
hardness of the problem is shown in Theorem 1.

Definition 1. Suppose that we are given an LWSN G = (SU
D, E) with RPL, TSCH, and DeTAS employed, a required
latency of ¢ time slots, and a required reliability J. Then,
the Minimum Sink Placement with Latency and Reliability
Guarantee (MSPLRG) problem asks for a minimum-size set
of sinks D’ C D and a slotframe size K such that there exists
a feasible DAG (consisting of DODAGS rooted at sinks in D’)
such that the delivery probability of a packet from each sensor
to its sink during ¢ time slots is not less than .

Definition 2. Suppose that we are given a universe set U and a
collection C of subsets of U. Then, the Minimum Unweighted
Set Cover (MUSC) problem [23] asks for a minimum-size set
C" C C such that e U =U.

Theorem 1. The MSPLRG problem is NP-hard.

Proof. We show that the MUSC problem can be reduced to
the MSPLRG problem in polynomial time. For each instance
MUSC(U,C) of the MUSC problem, we construct an in-
stance MSPLRG(t,4,S,D, E) of the MSPLRG problem as
follows. First, set ¢ to |S| and § to 1. Second, set S such that
a sensor s is in S if and only if an element u in U, where u
is called s’s corresponding element in U. Third, set D such
that a sink d is in D if and only if an element ¢ (i.e., a subset
of U) is in C, where c is called d’s corresponding element
in C. Fourth, set £ such that a directed edge from a sensor
s to a sink d, (s,d), is in E if and only if s’s corresponding
element » in U is in d’s corresponding element ¢ in C. Fifth,
set ps ¢ to 1 for each directed edge (s,d) in E. Clearly, this
instance can be constructed in polynomial time. In addition,

MUSC : U = {1,2,3,4,5},
C = {{1,2},{3,4}, {5}, {2,3,4,5}}
MSPLRG : 5 =1,t=5,pyq=1,¥(s,d) € E
G .
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Fig. 2. Example of the reduction from the MUSC problem to the MSPLRG
problem. (a) The construction of MSPLRG(t,4,S, D, E). (b) The corre-
spondence between a solution C’ of MUSC (U, C)) and a solution (D', K)
of MSPLRG(t,5,S, D, E).

MUSC : C' = {{1,2},{2,3,4,5}}
MSPLRG : D' = {dy,ds},K =5

let C’ be a subset of C and D’ be a subset of D such that an
element d is in D’ if and only if d’s corresponding element ¢
is in C”. Obviously, |C’| = |D’| and C” is a feasible solution
in MUSC(U,C) if and only if (D’, K), where K = |5, is
a feasible solution in MSPLRG(t,0, S, D, E). Please refer to
Fig. 2 for an example of the reduction. This completes the
proof. O

IV. THE PROPOSED ALGORITHM

The proposed algorithm (termed MSPLRG-G) consists of
three phases. In the phase of cluster construction, a cluster
(which is a directed routing tree rooted at the sink) is
constructed for each sink, as described in Section IV-A. In the
phase of sink selection, some clusters are selected to contain
all sensors, as described in Section IV-B. In the phase of
DODAG establishment, the DODAGs of the selected sinks
are established, as described in Section IV-C.

A. The Cluster Construction

Note that any sensor s in the constructed DODAG (C/)) of
the selected sink d must have the following three properties:
1) The delivery probability of the data from s to d within the
required latency is not smaller than the required reliability
(termed reliability property), 2) each sensor in the path from
s to d is allocated consecutive unoccupied time slots in the
slotframe (termed schedule property), and 3) each sensor in
the path from s to d is in €’ (termed path property). Note
that the ETX of a path equals the total expected times of
transmitting the data via the path. And, the smaller the EXT of
a path, the higher the throughput of the data sent via the path.
Thus, in the construction of the cluster of d (Cy), it is good
to give high priority to the inclusion of the sensor with the
smallest distance from d (i.e., the smallest sum of the ETXs of
the links on the path to d). In addition, since sensors in Cél are
chosen among the sensors in Cy, any sensor in Cy also must
possess the reliability, schedule, and path properties. Thus, to
include a sensor s in Cy, the required number of unoccupied
time slots in the slotframe is equal to the number of hops
between s and d. Hence, to construct Cy with a large size,
we also need to give high priority to the inclusion of the sensor
with the smallest number of hops from d. To sum up, in the
construction of Cy, we repeatedly include the sensor s with



the smallest distance from d, or, in case of parity, the smallest
number of hops from d, or, in case of parity, the smallest ID,
where s can be included only if s has the reliability, schedule,
and path properties in Cy, until no sensor can be included.

However, as can be seen in Fig. 3, infeasible DODAG
establishment occurs since the DODAGs in a DAG must be
disjoint. Observe that infeasible DODAG establishment occurs
when a sensor s in the cluster of a sink d (Cy) is unable to
connect to d in the constructed DODAG of d (C”) due to that
the parent of s in Cy has been included in the DODAG of
some other sink d’ (C’,) while s cannot be included in C,.
Note that this situation does not occur if s can be included in
C/,. Clearly, if the set of the clusters containing the parent of
s is a subset of the set of the clusters containing s (termed
subset property), s can be included in the DODAG containing
the parent of s. Thus, in addition to the reliability, schedule,
and path properties, a sensor in a cluster must have the subset
property. To ensure any sensor in each cluster has the subset
property, when a cluster Cy includes a sensor s that has been
included in another cluster Cy, the cluster needs to include
all descendants of s in Cy .

Theorem 2. Each sensor in the cluster of a sink has the
reliability, schedule, path, and subset properties.

Proof. Clearly, a sensor s has the reliability, schedule, path,
and subset properties when it was just included in the cluster
of a sink d (Cy) at time ¢. Suppose that another sensor s’
is included in the cluster of sink d’ (Cy) at time ¢’ > t. We
need to show s keeps the reliability, schedule, path, and subset
properties in Cy at time ¢'. Note that if d’ # d, s needs to be
included in Cy at time ¢’ if s is the descendant of s’ in Cy.
Thus, s must keep the reliability, schedule, path, and subset
properties in Cy; at time ¢’ as d’ # d. Consider d’ = d. Clearly,
any sensor will not removed from the schedule of d once it
has been scheduled. Thus, s keeps the schedule property in
Cy at time t'. In addition, at time ¢’, s keeps the reliability,
path, and subset properties in Cy since each sensor in the path
between s and d is still in Cy. This completes the proof. [

B. The Sink Selection

We select sinks (and clusters) using the greedy strategy for
the MUSC problem [24], [25]. Precisely, we repeatedly select
the cluster that contains the greatest number of sensors not
included in any selected cluster until each sensor is included in
at least one selected cluster. Recall that we need to determine
the slotframe size (/) using TSCH. Thus, we enumerate all
possible slotframe sizes to construct and select clusters, and
set K to the slotframe size resulting in the smallest number
of selected sinks.

Theorem 3. The number of selected sinks is within the factor
of Hg (= O(log|S|)) of the optimal number of selected
sinks, where S denotes the number of sensors.

Proof. Let OPT be the optimal number of selected sinks and
K™ be the slotframe size resulting in OPT. Let Ng~« be the
number of sinks selected by the greedy strategy for the MUSC

problem as the slotframe size is K™, and let N be the number
of sinks selected by MSPLRG-G. Clearly, N < N« since we
select sinks using the greedy strategy for the MUSC problem
by enumerating all possible slotframe sizes. Since Ng+ <
H\5)OPT by [24], [25], we have N < H |5 OPT. O]

C. The DODAG Establishment

We establish a DODAG for each selected sink based on the
clusters of selected sinks. Recall that using RPL, the DODAGs
must be disjoint. Thus, a sensor contained in two or more
clusters of selected sinks can only be included in exactly one
DODAG. In addition, we also need to ensure each sensor in
a DODAG has the reliability, schedule, and path properties.
Clearly, if the DODAG of a sink d (C) is a subtree of the
cluster of d (Cy), a sensor s in C; has the schedule property,
and s has the reliability property if s has the path property.
Thus, we only need to ensure for each selected sink d, C</1
is a subtree of Cy and each sensor has the path property
in C. Note that each sensor has the subset property in Cj.
Thus, a sensor s in Cy can always be included in C); that
has included the parent of s in Cy to have the path property.
This implies each sensor has the reliability, schedule, and path
properties in DODAG:s if for each selected sink d, C?, (which
initially contains sink d only) repeatedly includes the sensor in
Cy4 which is not included in any DODAG and whose parent
in Cy is in C’él. On the other hand, to balance the sizes of
the established DODAGs, the DODAG with the minimum
size first includes the best-fit sensor. To identify the best-fit
sensor, we first formulate an integer program 3a-3f, where
xs,q indicates if sensor s is in C’, y is the minimum size of
the DODAGS, S is the set of sensors, D’ is the set of selected
sinks, constraints in 3b ensure that each sensor s is in exactly
one DODAG, constraints in 3¢ ensure that the minimum size
of the DODAGS is y, and constraints in 3d ensure that if a
sensor s is in C!;, the parent s’ of s in Cy is in C/. Then,
we obtain a fraction z% ; to indicate the worth of s to be in
C/, for each sensor s and selected sink d by solving the linear
program, which is obtained from the integer program 3a-3f by
relaxing x5 4 from an integer in {0, 1} to a fraction in [0, 1].

maximize y (3a)
subject to Z Tsq=1, Vs €S, (3b)
deD’
> wea>y,Vde D, (3c)
seSs
Ts'd = Ts.dy Vs e S,de D/, (3d)
y >0, (3e)
Ts,d € {07 1} (3f)

Thus, if C’, has the minimum size, it first includes the
sensor s with the greatest value of z7 ;, or, in case of parity,
the minimum distance from d, or, in case of parity, the
minimum number of hops from d, or, in case of parity, the
minimum ID. If two or more DODAGSs have the same size,
the DODAG that has a sensor with the greatest value of z7 ,,
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Fig. 3. Example of cluster construction, sink selection, and DODAG establishment, where the required latency is 63 time slots, the required reliability is 0.9,
and the slotframe size is 9 time slots. (a) A sample LWSN with 8 sensors s1, s2,---,sg and 3 sinks di, d2, d3, where the number besides a link denotes

the delivery probability of the link. (b) One cluster construction and schedule. Note that so has the reliability property since p(29 ) — = 0.96 > 0.9 by Eq.
1 and has the schedule (or path) property since sz, s4, and s5 are in the path from s2 to di and s2, s4, and ss are in the schedule (or cluster) of dj.
Note that each sensor in the clusters of di, d2, and d3 has the reliability, schedule and path properties. Also note that the distance between s1 and dj
(_ =+ 1 + 9 + 1 = 5.04) is smaller than that between s2 and d; (= 049 49 + o9 + = 5.08). Similarly, the distance between s1 and da is smaller
than that between s2 and do. Thus, in constructing clusters of di and dso, s1 is considered to be included before so. Hence, the cluster of do includes si.
In contrast, the cluster of di includes s2 rather than s; since s1 does not have the schedule property (due to that it requires 4 time slots to include s1 while
only 3 time slots remain) at that time. (c) Two infeasible DODAG establishment as clusters of d; and d2 are selected to contains all sensors, where either
the DODAG of d; contains s4 (in the left-hand DODAG establishment) or the DODAG of da contains s4 (in the right-hand DODAG establishment), but
not both (resulting in the disconnection between s1 and do or between sp and d;) due to that the DODAGs of d; and d2 must be disjoint using RPL. (d)
Another cluster construction and schedule. Suppose that clusters of di, d2, and d3 are constructed in order. Note that when constructing the cluster of da,
s3 has been included in the cluster of di while s1 is not. Thus, the cluster of dg includes so rather than s; since it violates the subset property to include
s1. (e) The feasible DODAG establishment where clusters of d; and d3 are selected to contain all sensors. (f) The schedules of di and ds. Note that all
sensors in a DODAG use the same channel to transmit the data since they are scheduled to transmit the data in different time slots. Also note that sensors in
the DODAG:s of d; and d3 use channels chy and cha, respectively, to avoid interference of each other.

or, in case of parity, the minimum distance from the sink, or, DODAG. It suffices to show each sensor s can always be

in case of parity, the minimum number of hops from the sink,
or, in case of parity, the minimum ID, first includes the sensor.
After the DODAGS of the selected sinks include all sensors,
each DODAG is assigned a channel using the graph coloring
strategy in [26] such that any two neighboring DODAGs
are assigned two distinct channels, where two DODAGS are
neighbors if they respectively include two sensors that are
neighbors.

Theorem 4. MSPLRG-G constructs a DAG consisting of
disjoint DODAGS of selected sinks.

Proof. Observe that a sensor s is included in the DODAG of a
selected sink d (C?) only if s is in the cluster of d (Cy) and the
parent of s in Cy is in C}. Thus, C/, is a subtree of Cy; for each
selected sink d. This implies that each sensor in any DODAG
has the reliability, schedule, and path properties. We only need
to show each sensor is included in exactly one DODAG. Each
sensor is included in at most one DODAG since a sensor
is included in a DODAG only if it is not included in any

included in at least one DODAG. Suppose that s is unable to
be included in any DODAG. Clearly, s is in the cluster of at
least one selected sink, say d. Since s has the subset property
in the cluster of d (Cy) and s is unable to be included in
the DODAG of d (CY), the parent of s in Cy is unable to be
included in C. This implies the child of d that is an ancestor
of s in Cy is unable to be included in C’, by repeating the
similar argument, a contradiction. O

V. SIMULATIONS
A. Simulation Setup

Network instances: We conduct simulations on the real
data of the locations of premises (as the locations of smart
meters) from the Google Maps and the locations of poles
(as the locations of concentrators) from the government open
data [18] which are compiled and available in [27]. We
assume all smart meters and concentrators are equipped
with CC2420 RF transceivers [19]. To evaluate the deliv-
ery probability of a link, we first evaluate SNRp q5(d) by



TABLE I
THE SETTINGS OF PARAMETERS

Pr aBm (output power) 0dBm [19]

SR,aBm (receiver sensitivity) —95dBm [19]

Gr,gp (transmitter antenna gain) | 3dB [19]

G R,qB (receiver antenna gain) 3dB [19]

PLy 21.3 [20]

no 3.6 [20]

o 7.4 [20]

k (Boltzmann’s constant) 1.38 x 1023J K1 [20]
To 293 K [20]

F' (noise figure) 5dB [20]

EIRPapm + GRr,as — PLa(d) — No,apm and SNRrgq,aB
by Sr,aBm — No,dBm» Where EIRPapy = Pr agm + GT,4B,
PLag(d) = PLo+nglogyo(d), in which d is the transmitter-
receiver distance, and Ny agm = 30+1log,o(kToF). Then, we
evaluate Fx (z) by [;°[1— 3 erfc(%?/%“’y)]e*ydy, where
x = SNRrpg — SNRpg. Finally, we evaluate the delivery
probability of a link by 1 — Fx (z). The settings of necessary
parameters are described in Table I.

Comparison methods and performance metrics: To
evaluate the performance in the number of selected con-
centrators, we compare MSPLRG-G with MSP-G [7], [8].
In MSP-G, the delivery probability of a link is 1 if the
distance between two transceivers over the link is within
the transmission range of the transceiver, and O otherwise.
In our simulations, the transmission range of the transceiver
is set to 163m since the difference between the output
power (Prgpm) and the path loss (PLqp(d)) is less than
the receiver sensitivity (Sgr qsm) as the distance between two
transceivers over the link is greater than 163m. In MSP-
G, the cluster of each concentrator contains all smart meters
within a number of hops depending on the required latency.
In addition, to evaluate the performance of the greedy strategy
for the selection of concentrators employed in MSPLRG-G,
we compare MSPLRG-G with MSPLRG-PSO which uses
the Particle Swarm Optimization (PSO) method [9], [10], a
randomized algorithm, to select concentrators based on the
clusters of concentrators constructed by MSPLRG-G. Besides,
we also evaluate the number of channels assigned by the graph
coloring strategy in [26] when employing MSP-G, MSPLRG-
PSO, and MSPLRG-G.

Moreover, to evaluate the performance in the balanced size
of the DODAGs, we compare the DODAG establishment of
MSPLRG-G with NAIVE and MIN-FIRST based on the clus-
ters of the selected concentrators constructed by MSPLRG-
G. NAIVE chooses one selected concentrators at random and
establish the DODAG of the chosen concentrator by removing
all smart meters that have been included in other DODAGS.
MIN-FIRST is the same as the DODAG establishment of
MSPLRG-G except that MIN-FIRST includes a smart meter
without evaluating « ,; for sensor s and selected sink d.

B. Simulation Results

The number of selected concentrators and assigned
channels: Fig. 4 shows the results as the assigned reliability
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Fig. 4. The impact of the required latency on the numbers of (a) the selected
concentrators and (b) the assigned channels for the clusters of the selected
concentrators using MSP-G, MSPLRG-PSO, and MSPLRG-G.
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Fig. 5. The impact of the required latency on the (a) minimum and (b)
maximum sizes of the DODAG by NAIVE, MIN-FIRST, and MSPLRG-G.

is 0.99 and the required latency is 2000, 3000, 4000, or 5000
times slots. First, since some smart meters in the clusters of the
selected concentrators by MSP-G do not meet the reliability
requirement, some additional concentrators are required to
ensure each smart meter has the reliability property. Thus,
MSP-G selects more concentrators than MSPLRG-G and
MSPLRG-PSO. This results also confirms the conjecture that
if we construct and select the clusters of concentrators without
addressing the reliability guarantee of smart meters, some
smart meters would not have the reliability property. Sec-
ond, MSPLRG-G selects less concentrators than MSPLRG-
PSO. This implies a greedy algorithm usually outperforms a
randomized algorithm in the selection of concentrators. As
anticipated, the greater the required latency the smaller the
number of the selected concentrators. In addition, it can be
seen the result for the number of selected concentrators is
similar to that for the number of assigned channels.

The minimum and maximum sizes of the DODAGs: As
can be seen in Fig. 5, NAIVE has the worst performance in
terms of the minimum size of the DODAGs among NAIVE,
MIN-FIRST, and MSPLRG-G, which is reasonable. Besides,
MIN-FIRST locally identify the best-fit smart meter to be
included in the cluster of a concentrator by a greedy strategy
while MSPLRG-G globally identify the best-fit one using
a linear program, resulting in that MSPLRG-G outperforms
MIN-FIRST. The result for the maximum size of the DODAGs
is similar to that for the minimum size of the DODAG:s.



VI. CONCLUSION

In this paper, we study the scenario of deploying concen-
trators in the establishment of an AMI network, model the
scenario as the Minimum Sink Placement with Latency and
Reliability Guarantee (MSPLRG) problem in an LWSN, and
show the MSPLRG problem is NP-hard. Then, we propose
an algorithm for the MSPLRG problem. To ensure that the
proposed algorithm meets the latency and reliability require-
ments in a real AMI network, we jointly considers the routing
protocol RPL [1], the MAC protocol TSCH [2], and the
scheduling approach DeTAS [3].

Our algorithm first constructs a cluster for each sink, then
selects the sinks, and finally establish the disjoint DODAGs
of selected sinks, where the DODAG of a sink is used to route
the data from the sensors in the DODAG to the sink based
on RPL. In the phase of cluster construction, we ensure each
sensor has the reliability, schedule, path, and subset properties
in a cluster to ensure disjoint DODAGs of selected sinks can
be established in the phase of DODAG establishment and any
sensor in each DODAG can meet the latency and reliability
requirements. In the phase of sink selection, we enumerate
all slotframe sizes to select sinks using the greedy strategy
for the Minimum Unweighted Set Cover problem to ensure
the number of selected sinks is theoretically bounded by the
optimal number, where the slotframe consists of consecutive
time slots and continuously repeats over time based on TSCH.
In the phase of DODAG establishment, to keep the balanced
sizes of the DODAGSs, we evaluate the worth of a sensor in
the DODAG of a sink by formulating a linear program.

We conduct simulations on the real data of the locations
of premises (as the locations of smart meters) from the
Google Maps and the locations of poles (as the locations of
concentrators) from the government open data [18], where all
smart meters and concentrators are assumed to be equipped
with CC2420 RF transceivers [19]. The simulation results
show our algorithm in the phases of cluster construction
and sink selection has a better performance in terms of the
numbers of selected concentrators and assigned channels, as
compared to MSP-G [7], [8] and MSPLRG-PSO [9], [10].
The simulation results also show our algorithm in the phase
of DODAG establishment has a better performance in terms
of the balanced sizes of the DODAGS, as compared to two
naive heuristics NAIVE and MIN-FIRST.
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